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**Abstract**

This research paper explores the predictive capabilities of various statistical models, including Logistic Regression and k-Nearest Neighbors (k-NN), to classify planetary habitability based on features such as Solar Radiation, Atmospheric Composition, and Distance from Star. Leveraging advanced techniques like cross-validation and model tuning, we aim to understand the model's ability to generalize predictions beyond training data. The study reveals that while cross-validation enhances model performance assessment, the inherent complexities and interactions in planetary datasets require a deeper exploration of model assumptions and limitations to improve prediction accuracy.

**1. Introduction**

The search for habitable planets beyond our solar system has been a driving force in exoplanetary science. Planetary habitability is determined by various factors, including but not limited to Solar Radiation, Atmospheric Composition, and Distance from Star. This paper evaluates the performance of logistic regression and k-Nearest Neighbors (k-NN) models in predicting planetary habitability, employing cross-validation techniques to mitigate overfitting and improve model generalizability.

**2. Data Overview**

**Dataset Summary:**

* **Planetary Features:**
  + **Solar Radiation**: Quantitative measure of solar energy received by each planet.
  + **Atmospheric Composition**: The proportion and type of gases in the planet's atmosphere, which can affect surface temperature and biological potential.
  + **Distance from Star**: A determinant factor for the planet's temperature, potentially impacting its capacity to retain liquid water.
  + **Habitability**: Binary classification (0 = non-habitable, 1 = habitable).

The dataset consists of 200 observations with the aforementioned features, providing a basis for developing and validating predictive models.

**3. Methodology**

**A. Logistic Regression with Cross-Validation**

1. **Model Setup:** The logistic regression model aims to establish a linear relationship between planetary features and the binary outcome, 'Habitability.' Cross-validation, specifically 10-fold cross-validation, is employed to assess the model's stability and predictive capability.
2. **Model Interpretation:**
   * **Cross-Validation Results:**
     + Accuracy: 52.54%
     + Kappa: -0.01585729
   * The logistic regression model's cross-validated accuracy indicates a weak predictive performance, marginally above random chance. The negative Kappa statistic suggests that the model's predictive power is not significantly different from a random classifier.
3. **Decision Boundary Analysis:**
   * The decision boundary plot for logistic regression (Figure 2) demonstrates substantial overlap between habitable and non-habitable classes, highlighting the model's limited discriminative power.

**B. k-Nearest Neighbors (k-NN) Model**

1. **Model Setup:** The k-NN algorithm is implemented with cross-validation to identify the optimal value of 'k'—the number of nearest neighbors to consider for classifying each observation. Pre-processing includes centering and scaling the features to ensure equal weighting.
2. **Model Interpretation:**
   * **Cross-Validation Results:**
     + Accuracy range for varying 'k': 47.61% to 52.96%
     + Optimal 'k': 5, with accuracy 51.84% and Kappa 0.047251453.
   * The k-NN model's accuracy across different values of 'k' does not significantly surpass the logistic regression model, indicating potential limitations in model complexity or feature space representation.
3. **Decision Boundary Analysis:**
   * The k-NN decision boundary (Figure 3) shows non-linear separations between the two classes. However, the overlaps indicate that the features may not provide sufficient discriminatory power to accurately classify the planetary habitability.

**4. Results and Discussion**

**A. Cross-Validation Insights**

Cross-validation is crucial in evaluating the generalizability of models. In this study, it reveals the logistic regression model's shortcomings, particularly its inability to capture the underlying patterns in the data. The cross-validated accuracy of 52.54% suggests minimal improvement over random guessing, while the negative Kappa value underscores the lack of predictive relevance. This finding aligns with the substantial overlap observed in the decision boundary plot.

For the k-NN model, despite optimizing the parameter 'k,' the accuracy remains marginally higher than logistic regression, peaking at 52.96%. The relatively flat accuracy curve across various 'k' values suggests that feature scaling and distance metrics may not be sufficiently capturing the complexity of the data.

**B. Statistical Significance and Model Assumptions**

1. **Logistic Regression:** The model's coefficients reveal that none of the predictors (Solar Radiation, Atmospheric Composition, Distance from Star) show statistical significance (p-values > 0.05). This result suggests that, individually, these features do not provide a strong basis for predicting habitability, possibly due to underlying non-linear relationships or feature interactions not captured by a linear model.
2. **k-NN Model:** The k-NN model assumes that instances closer in feature space are more likely to share the same class label. However, the limited improvement in accuracy indicates that the feature space defined by Solar Radiation, Atmospheric Composition, and Distance from Star might not have the structure conducive to neighborhood-based classification. The overlap in decision boundaries reinforces this limitation, suggesting that the current feature set may lack sufficient information to distinguish between habitable and non-habitable planets.

**5. Conclusion**

This study demonstrates the challenges of predicting planetary habitability using traditional statistical models such as Logistic Regression and k-NN. Despite applying cross-validation to ensure robustness, both models exhibit limited predictive power, suggesting that the current feature set may not adequately capture the complexity of the underlying planetary phenomena. The results underscore the need for more sophisticated models or enhanced feature engineering to improve prediction accuracy.

**6. Future Directions**

* **Advanced Modeling Techniques:** Future research should explore more complex models, such as Random Forests, Gradient Boosting Machines, or Neural Networks, which can better capture non-linearities and interactions in the data.
* **Enhanced Feature Engineering:** Incorporating additional planetary features (e.g., surface temperature, magnetic field strength, orbital eccentricity) may provide a more comprehensive basis for predicting habitability.
* **Model Validation:** Implementing more rigorous validation techniques, such as nested cross-validation, could offer deeper insights into model generalizability and performance.